
 

Abstract—A noncontact method for measuring saccadic eye 
movement with two high-speed cameras is proposed. The 
method is based on image processing for acquiring the center 
gravity of one pupil of the subject and also on stereo 
photogrammetry for estimating three-dimensional coordinate of 
the pupil. The proposed method was examined through 
experiments using a imitated eye ball and using a real human 
subject. The results showed a possibility of the method for the 
measurement. Since dynamic characteristics of the saccadic eye 
movement is reported as a promising index for monitoring 
human vigilance level according to the author’s previous 
research works, this method can be utilized for accident 
prevention system in the future. However, there is still room for 
improvement in measuring accuracy and stability to the body 
motion in terms of its practical use.  

I. INTRODUCTION

HE increasing number of traffic accidents in Japan due to 
a diminished driver’s vigilance level has become a 

problem of serious concern to the society. The driver with a 
diminished vigilance level suffers from a marked decline in 
his/her abilities of perception, recognition, and vehicle 
control. Therefore such driver poses serious danger to his/her 
own life and to the lives of other people. For this reason, it is 
essential to develop some systems that actively monitor 
drivers’ level of vigilance and adaptively execute some 
actions for accident prevention such as feeding back 
monitored information to the driver, or alerting the driver of 
insecure driving condition, or switching to automatic slowing 
down. 

On the other, the authors have focused on dynamic 
characteristics of saccadic eye movement (saccade: SC) as a 
candidate of vigilance index, and have investigated 
correlations between the characteristics of SC and vigilance 
indices that are assessed quantitatively from physiological, 
psychological, or psychophysical variables [1-7]. In the 
articles [1-5], spectral powers of EEG at Fz, Cz, and Pz 
during eye tracking task were analyzed, and were found to 
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correlate closely with standardized peak velocity, 
standardized duration, and the ratio of peak velocity to 
duration (PV/D) of SC, respectively. In [4, 5], correlations 
with subjective sleepiness of Kwansei-Gaukin Sleepiness 
Scale (Japanese translation of Stanford Sleepiness Scale [8]) 
and with the score of self-rating in vigilance level were also 
investigated through 24-hour sleep deprivation experiment, 
and high correlations among the SC parameters and 
subjective indices were confirmed. Additionally, we have 
showed implications between the SC parameters and a newly 
devised performance index of visual perception [6, 7]. In 
view of our previous results and the fact that SC is the eye 
movement most frequently generated during driving as well 
as in our daily life, the dynamic characteristics of SC promise 
to be a sensitive and reliable index for monitoring driver’s 
vigilance. 

However, commonly available eye movement monitors are 
mostly head-coupled devices like goggle or glasses (f.e. ASL: 
Model 310, Takei Scientific Instruments: T.K.K.2901). Since 
it is not realistic to expect drivers to wear some dedicated 
devices on their head for doze prevention in daily driving, 
non-obtrusive and awareness-free monitor is strongly desired. 
A few devices allow remote measurement of eye direction, 
yet time resolution is not enough because SC needs a time 
resolution more than 500 Hz for accurate detection. With 
these backgrounds in mind, the authors have proposed a 
method for measuring SC remotely and constructed a stereo 
measurement system with 500 Hz high-speed cameras. 

II. ALGORITHM FOR THE MEASUREMENT

The proposed algorithm consists of three parts of (a) ocular 
image processing, (b) estimation of a three-dimensional (3D) 
coordinate of the center of gravity of the pupil, and (c) 
calculation of an eye rotation angle. Detail of each part is as 
follow. The all proposed algorithms are programmed by C++ 
language for validation of the algorithm. 

A. Ocular Image Processing 
Fig. 1 shows a flow chart of the ocular image processing. 

Monochrome ocular image sequences are acquired by two 
high-speed cameras with 8 bit grey scale at 500 Hz. Since 
pupil absorbs lights with wide range of light wavelength, 
hence appears darker than the other regions in the image, 
image binarization is applied to extract pupil region for each 
ocular image. When the grey scale of a scanned pixel is 
greater than a threshold, the grey scale of the pixel is changed 
to 255, and when smaller or equal to the threshold, the grey 
scale is set to 0. After the binarization, image denoising is 
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conducted twice for sure noise reduction. As a third step, 
every object composed of adjacent pixels is labeled with an 
integer from 1 to 254, and grey scales of all pixels consisting 
of an object are set to the labeled number. The object 
corresponding to the pupil is assumed to that composed of 
largest quantity of pixels. Finally, the centers of gravity RC

(RCX, RCZ) and LC (LCX, LCZ) are calculated for both pupils 
detected from each image acquired by right and left cameras 
using the following equations: 
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where NR and NL are total number of pixels consisting of each 
pupil detected from right and left images, and (Rxi, Rzi) and 
(Lxj, Lzj) are ith or jth coordinate of the pixels respectively. 

A.  Estimation of Three-Dimensional Position of the 
Center of Gravity of the Pupil 
Fig. 2 shows a model coordinate system for estimating 

three-dimensional (3D) position of the center of gravity of the 
pupil. Two ellipses in the figure indicate crystalline lenses in 
the right and left cameras respectively, and parallelograms 
behind the ellipses represent imaging areas in each camera. In 
this part, two-dimensional positions of the center of gravity of 
the pupil on the right and left imaging areas, that are 
calculated in previous section II-A as RC (RCX, RCZ) and LC

(LCX, LCZ), are converted to a 3D position of P (PH, PD, PV)
expressed in the model coordinate system (Fig. 2). The 
original point of the system is defined as the center of the 
crystalline lens on the subject’s left. The horizontal axis 
(H-axis) is defined by straight line passing through two 
centers of the right and left lenses. 

The estimation of the 3D position is based on the stereo 
photogrammetry. In the first stage, PH and PD are estimated 
by using following equations: 
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where LOO is distance between two centers of the lenses, and 
α and β are angles defined as ROOP′∠≡α  and 

OOP R′∠≡β  respectively.  O is the original point, OR is the 
center of the crystalline lens on the subject’s right, and P’ is 
projected point of P on H-D plane. θL and θR are optic angles 
of the right and left cameras from H-axis. KX is proportional 
constant in order to convert the unit of horizontal 
displacement from [pixel] to [mm], and XSIZE is the number 
of pixels in crosswise (X) direction in imaging plane. And B
is the distance between imaging planes and the center of the 
lens. 
 In the second stage, PV is estimated by using following 
equations: 
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where KZ is proportional constant to convert the unit of 
vertical displacement from [pixel] to [mm], and ZSIZE is the 
number of pixels in longitudinal (Z) direction in imaging 
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Fig. 2.  A model coordinate system for estimating 3D position of the 
center of gravity of the pupil. Point P (PH,,PD,,PV) in the figure represents 
the center of gravity to be assumed. 

END

Image Binarization

Image Denoising 

Labeling 

Calculation of the center 
of gravity of the pupil 

START

Fig. 1.  A flow chart of the ocular image processing. The processing is 
applied to each image acquired from two high-speed cameras. 
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plane. 

B. Estimation of the Ocular Rotation Angle 

Rotation angle of the eye in the H-D plane of the model 
coordinate system is estimated from trajectory of the center 
of gravity of the pupil, which is assumed in the previous 
section II-B. Suppose a center of gravity of the pupil at t=T1

[ms] is P1 (P1H, P1D) and another at t=T2 [ms] is P2 (P2H, P2D), 
and radius of the rotation (i.e. approximately radius of the 
eyeball) is known to be r [mm] as shown in Fig.3, then angle 
difference Δθ1,2 between P1 and P2 can be calculated as 
follows: 
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After the calculation, total rotation angle θ is computed by 
the summation of Δθi,i+1, using the following equation: 
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where N is the number of plot in the trajectory. Initial position 
of the processing is set to 0 deg. Counterclockwise rotation is 
assigned to positive rotation. 

II. VALIDATION OF THE PROPOSED ALGORITHM USING A 
IMITATED EYEBALL

A. Experimental Method 
Fig.4 shows experimental setup for validation of the 

proposed algorithm using a imitated eyeball. The setup was 
composed of two high-speed cameras with 500 Hz time 
resolution (Photoron, FASTCAM- PCI 500 2camera pack), a 
personal computer, and an infrared illuminator (American 
Dynamics, AD1020-6050). Infrared wavelength (880nm in 
the illuminator) was selected to gain high contrast between 
iris and pupil and to obtain clear image even while night 
driving. Two cameras were fixed on an optical bench (Sigma 
Koki, FB1612-50Y) using two θ axis rotation stages (Sigama 
Koki, KSP-786M) so that optic axes of the cameras were 
included in identical plane. Optic angles of θR and θL were set 
to 60 deg and 120 deg respectively. The imitated eye ball was 
fixed using also the θ axis rotation stage of the same model. 
Other system parameters used in the experiment are indicated 
in Table 1. The eye ball was rotated from -20 deg to +20 deg 
by 2 deg step in the H-D plane, and images of the eyeball 
were acquired through the high-speed camera at 500 Hz.  

B. Results 
Estimated coordinates of the center of gravity of the pupil 

on the imitated eyeball are shown in Fig. 5. As can be seen in 
Fig. 5, the estimated coordinates indicated a trajectory similar 
to circular arc. Fig. 6 is rotation angles calculated from the 
estimated coordinates in Fig. 5. As shown in Fig. 6, calculated 
rotation angles were nearly proportional to the theoretical 

Δθr
r

L

P1
(t=T1)

P2
(t=T2)

Fig. 3. Schematic diagram of estimation of ocular rotation angle in the 
H-D plane of the model coordinate system. 

Fig. 4. Experimental setup for validation of the proposed algorithm 
using a imitated eyeball. 

TABLE I
VALUES OF SYSTEM PARAMETERS USED IN THE EXPERIMENT

System Parameter Parameter values for 
the experiment 

LOO 590 mm 
Initial position of simulated eye 
ball (292 mm, 547.2 mm) 

KX and KZ 0.0102 mm/pixel 
Focal length of the lenses 50 mm 
Radius of the simulated eye ball 22.5 mm 

Fig. 5.  Estimated trajectory of the centers of gravity of the  pupil on the 
imitated eyeball, which was rotated from -20 deg to 20 deg by 2 deg in the 
H-D plane. 
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figures of the rotation angle. 

III. VALIDATION OF THE ALGORITHM WITH A HUMAN 
SUBJECT

A. Experimental Methods 
The measurement system described in the section III-A was 

modified for the measurement with a human subject. Optic 
angles of θR and θL were set to 75 deg and 105 deg in this 
measurement. LOO was set to 491.5mm, and initial distance in 
D-axis of the subject’s eye PD was 865 mm. Other parameter 
values were identical to the value in Table I. The subject was 
instructed to seat in front of and at the center between the 2 
high-speed cameras so that the eye level of the subject 
becomes parallel to the H-D plane. Also the subject was 
requested to jump his eyes from a stationary target to the other 
target presented at 0deg and ±15deg. The measurement was 
conducted 8s at 500 Hz. The acquired images were processed 
by the proposed algorithm using the developed program. 

B. Results 
Fig. 7 shows time course variations in (a) estimated 

rotation angle and (b) estimated angular velocity of the center 
of gravity of the pupil.  Successfully characteristic spikes 
corresponding to saccadic eye movement was confirmed in 
Fig. 7(b). These results infer that the proposed algorithm and 
constructed system are capable of detecting SC. However, 
estimated signal of the angular velocity is too noisy for 
extracting vigilance index of SC. Therefore, there is still room 
for improvement in terms of its practical use. 

IV. CONCLUSION

A noncontact method for measuring saccadic eye 
movement with two high-speed cameras is proposed, and a 
possibility of the proposed method for the measurement is 
confirmed through experiments using an imitated eye ball and 
using a human subject.  
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(a) Estimated angle 

(b) Estimated angular velocity 

Fig. 7.  Time course variations in (a) estimated rotation angle and (b) 
estimated angular velocity of the subject. 

Fig. 6.  Relation between theoretical figures and estimated results of 
eye rotation angle. 
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